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FIGURE 5.5.2 Simulating multistage events

This Classroom Connection is a Very interesting one that you candre:llllgzo?:ﬁg
lot of tli?ne exploring. A nice follow-up activity is to create your ow(r)l : : Wgill g
?hgn 3vork through the prompts (parts A through Dl)1 a'gam.dSe?r‘:loeS;;Ie;l uliate e
i lot of thought in or
g borate dungeons that require a :
:ildyﬁCrll?l t?le corres;%onding probabilities for the various rooms. L 4
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2 focused on finding the experimental

jon in Figure 5.5
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the general multiplication ru
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5.6 GEOMETRIC PROBABILITY

More and more middle school and secondary school mathematics textbooks are
paying attention to what are sometimes called geometric probabilities. Geometric
probabilities are typically represented through some type of geometric figure like
a circle (spinners) or a rectangular grid. Different areas in the figure represent
the probabilities associated with particular outcomes of an experiment. Geometric
probabilities may also be represented by lengths or by volumes, though area models
are the most common in most curricula. We defined simple probability earlier as:

o I
Probability = number of favorfzble outcomes
number of possible outcomes

The idea is the same for geometric probability, but instead of talking about the
number of outcomes we use the length, area, or volume associated with a particular
outcome. We will focus on area models since those are more typical:

y o area associated with a favorable outcomne
Geometric Probability = f
area for all the outcomes

PCVRIRHRE One of the classic examples of geometric probability is that of finding

the probability that a dart will hit a particular ring on a target. Such a target is shown
below with various measurements given:

Radius of outside circle = 6 inches

Radius of middle circle = 4 inches

Radius of inner circle = 2 inches

What is the probability of a dart landing in the inner circle? In order to find this
probability we need to compare the favorable area (that of the inner circle) to the
total area of the circle. In this case, since the radius of the inner circle is 2 inches,
we know that its area is 7 - (2 inches)? or 41 squared inches. The area of the whole
circle would be 7 - (6 inches)? or 36w squared inches. Hold on a second before

you hyperventilate about 77 showing up in our geometric probability. Take a look at
what happens here:

: e area associated with a favorable outcome
Geometric Probability = f :
area of all the outcomes

So in this case we get:

e B A . area of inner circl
Probability of a dart landing in the inner circle = i - Cl' =
area of entire circle

dar square inches
367 square inches

:1
9
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By simplifying this ratio we not only get rid of the r, but our units of measurement
(the square inches) «cancel” each other out. Probability is unit-less. |
Focus on Understanding

See if you can find the probability that a dart would land in the middle

ring. This is a little trickier, since the middle ring is really a ring and not a complete

circle. Take a minute and see what you get before reading our solution. We’ll wait 1. Based on the spinner, which color d :
2 ’ o i
Why? Which color will come up the Ieas)t/‘?lin}?;I;k will corns up most] often?

n.

for you.
Okay, to find the area of the middle ring we must first find the area of a circle 2. What do you think will h : .
of radius 4 inches (the complete circle) and then subtract out the area of the inner times? Why? appen if the students spin the spinner 12 times? 24
circle. You should get something like this: 3. How would :
. : : . . ¥ uld you design the game card so that in order to completel
Area of middle ring = 16ar square inches — 4 square inches = 127 square inches 4 you would take fewer spins? pletely cover the
The probability, then, of a dart landing in the middle ring would be: . How would you chan . ;
same? ge the spinner, if you had to keep the game card the

area of middle ring
area of entire circle

Il

Probability of a dart landing in the middle ring
This exc : : d
€rptis an interesting one because students are really asked to connect

_ 12w square inches _ 1 the idea of areas on a spinner or ci
A /3677 square inches = = stinflent drew u new ganie P ascg)(ﬁl;?;s;m()del to that of areas on a grid. Suppose a
You may be intensely bothered by the fact that our circles were not concentric.
Does that really matter? Nope. The principle is the same whether our circles are Game Card
concentric or not! [ | Blie Y L
Classroom Connection Yellow | Yellow | Red | Blue
Generally, middle school students start out exploring geometric probabilities in aless Bed Blue Blue | Yellow
measurement-intensive situation using spinners and grids to illustrate the various Is this the same as the game card in Fi
outcomes. Figure 5.6.1 is from Mathscape: Chance Encounters (page 14). Spinners have probably already determinciir Iin Figure 5.6.1? Why or why not? (As you
and grids are used in this case to have students explore experimental probabilities Figure 5.6.1.) The “position” of fh’ this new game card is equivalent to the one in
and the connection between the areas on the spinner and the areas on the grid. It is the area (probability) th e colors on the card does not matter in this case

In this activity, middle school students are asked to analyze the results of their that matters. y) they represent on both the game card and the Spinner.
spins and design a new game card that minimizes the number of spins required to fill ‘
all the boxes. Students use the experimental probabilities from their spins to design Classroom Connection
anew game card. Our next Cl

Xt Classroom Connection shown in Figure 5.6.2 is from Connected Mathe

matics: How Likely Is It? (
' ) ? (page 46). It, too, has mi
spinners to determine the likelihood of certain Zur:lcl(()jrcrlll:sSChgol A

The Cover-Up Game

3. The game ends when every box on your
Game Card is covered with an X. Focus U d
Record the number of spins you took. on n =
The goal is to make an X in all the erSta nd | ng
boxes with as few spins as possible.

1. Play with a partner
using a spinner like
the one shown.You
will also need to
make a Game Card

Use the two spinners pictured in Figure 5.6.2 for the following:

and an Extras Table Game Card Extras Table
like the ones shown. SR R R s lrly 1 A
2. Take turns spinning a color. On your R|RIR|R . nswer the qu 1 .
Game Card, cover a box of that color o8 A q EILQNS posed to the Students m FigUre 5 6 2 B 1
with an X. If all boxes of that color are your reaSOnlng! -0.2. be sure to eXplaln
covered, mark a tally in the Extras Table. 2 A
. Are there other w
ays that you could d
raw the two spinn iritai
; ers but maintain th
€

same probabilities? Draw at 1 i
: east one spinner that is equi i
and at least one spinner that is equivalent to Spinner Bq i &

FIGURE 5.6.1 The Cover-Up Game

>
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< at Kyla’s school made the spinners shown below to help them
1 1. o CQOkSI“l 1 : ‘l . henu. They let the students take turns spinning to
determine the lunch menu. e stude ke .
determine the daily menu. In a—¢, decide which spinner you would choose,

and explain your reasoning.

Spinner B

Spinner A

spaghetti

a. Your favorite lunch is pizza.
b. Your favorite lunch is lasagna.

¢. Your favorite lunch is hot dogs.
FIGURE 5.6.2 Lunch spinners

esenting Spinner A and Spinner B using a grid

3 Ho ol e L ey Classroom Connection? Create grids that

or a game card as in the previous Cla
would approximate Spinner A and Spinner B.

Classroom Connection . | .
While spinners and grids are pretty common ways‘ ‘t'o 111u§tra}’e g:O:l%:f{Z ;; b
ities, there are also more geometry/mc?asu.rement mténsw]ew :;ll ]yh.emmics o
the practice and application exercise 1n Figure 5.6.3 from Ma ;

. i i ts
(pageéggt)x of these problems in the portion of the exercise s.e.t depicted here et)égﬁfes
the student to compute various areas and find the pr.ObE.lbllltlﬁ?S of cerr}:gls 0’[1}11 oor

it’s more arithmetic intensive pe
based on those areas. Though i . . Y
spinners and grids of the previous two examples, the idea is the same

Focus on Understanding
5.6.3 for

Time to brush up your measurement skills from geometry! Use Figure

the following:

1. Read through each of the prac'tice an
What prior knowledge do you think stud

the questions?

d application exercises in the ﬁgurer.
ents (or you) need in order to answe

ult to do?

would find the most diffic

7. Which exercises do you think students 07 Why?

Why? Which ones do you think students wou

1d find the easiest to d
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Suppose an object falls at random on to each target shown below.
For each target, what is the probability the object will land in a

shaded region?

2in._2in. 2. [ ] 3 F—6m—
) e
U,}«]I i gin. 30 -}
F—12in.—f f;‘l,i,;‘t;x
" sin.

Shuffleboard In a game of shuffleboard players take turns sliding
plastic disks onto a scoring area. Players gain or lose the number of
points marked on the space their disk is on.
4. If you randomly slide your disk so that it lands somewhere on the
court shown, what is the probability that it will land within the
triangle that is outlined in black?

5. If you randomly slide your disk so that it lands within the black
triangle, what is the probability that you will score 10 points?

6 ft

—
I

1
B3
; |

9 ft
6. Ata fair there is a jug filled with water with a small glass at the
bottom. To win a prize you must drop a quarter into the jug and

“ 2in.

have it land in the glass. If the quarter falls randomly to the
bottom, what is the probability of winning a prize? —
7. Create Your Own Draw and shade a target. Include at least two e O

different geometric shapes in your design. Find the probability of
a dart hitting a shaded part of your target.

Sectiond4  Geometric Probability

FIGURE 5.6.3 More geometric probabilities

3. Complete the exercises shown in the figure. In the case of exercise 1, the
shaded region is the area of the two vertical bars within the rectangle that are
marked as having widths of 2 inches. In exercise 2, the shaded region is the
area of the square outside of the triangle.

4. Which exercises did you find to be the most difficult? Why? Which ones were
the easiest for you? Why?

Chapter 5 Summary

This chapter has introduced you to the fundamental concepts of simulations and
simple probability—both theoretical and experimental. While there are many,
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Sl Change for a Dollar? S Sample x Probability
) X
When our son gets pennies and nickels in change, he.usu.ally doesn’t | * 1,1 1+1 _ 4 (0.8)(0.8) = 0.64
spend them, but lets them pile up in a large container in his roo;n 2(52/6 1] 08 ‘ g 2 ' ]
3 > s % 2
opulation). Suppose that 80% of these coins are pennies and 20% 51 0. 145 5 -
Erep nickels.)If x F=) the value of a coin in this population, the probability (1.2) 2~ 3| (08)(02) =016
distri.bution f01-' x is given at the right. Let’s start by finding the mean G5.1) St _ 4 (02)(0.8) = 0.16
of this population. . 2
5+5
p=Sx P (5,5) A (0.2)(0.2) = 0.04
= 1(0.8) + 5(0.2)
~ 18 FIGURE 8.2.3 The four possible samples of size 2

Suppose for the moment that we didn’t know the mean of the population flnd were
planning on estimating w by using X from a random sample. To keep things very Focus on Understanding
simple, we’ll start by considering random samples of size 2. We’ll glso assume that
the coins are chosen independently (either the coins are chosen with replacement,

i i i t significantly affect the .  in Figure 8.2
there are enough coins that removing one coin does no . o
giobabilities for tl%e next coin). Figure 8.2.2 shows a tree diagram for the process of right for the probability distribution of ¥.

: ins. For each sample, we’ve computed the value 2. Rc?call that the samples came from a population with n=18.1In
selecting a random sample of two coins 4 ] this case, how likely is it for the sample mean to be the same
as the population mean? In other words, what is P(¥ = u)?

3. For some samples, the sample mean underestimates the

P@)

|

1. Use the information in Figure 8.2.3 to complete the table at the

of X.
There are four possible samples of size 2, corresponding to the f(?ur different paths
through the tree in Figure 8.2.2. Figure 8.2.3 shows the four possible samples e'll.o.ng PO LS

ith thei ans and probabilities. You should understand how the probabilities ' |
e comon mdef th l:)t e diagram 4. For other samples, the sample mean overestimates the population mean.
are computed from the tre :

Based on the information in Figure 8.2.3, you should be able to determine t.he Find P(x > p).
probability distribution of ¥ and answer the questions in the Focus on Understanding

that follows.

In this case, the sample mean is more likely to underestimate the population

141 mean than overestimate it. Because of this, we might expect that X would tend to
0g /! Sample (1, 1): ¥=—= =1 underestimate u on average. Let’s look at the long-term average value of X and see.
) To find the long-term average value of ¥, symbolized by E[X] or pg, we find the
LS expected value of X as a random variable, just as we did in Section 7.2.
o 5 Sample (1, 5): 5\7=$ =3 E[X] = pz = E [x - P(X)]
=1(0.64) + 3(0.32) + 5(0.04)
=18=pu
0.2 - g §il =3
b A Sapuple O.. L w2 =75~ = Notice that the expected value of the sample mean is the same as the mean of
' the population. Even though some samples underestimate the population mean
5 - and others overestimate the population mean, in the long run the overestimates
: 545 and underestimates balance out. The average value of the sample mean hits

5 Sample (5,5): X¥=—7-=35 the population mean exactly. The sample mean is an unbiased estimator of the

population mean. This is true in general, not just in this situation, and is important
FIGURE 8.2.2 Selecting a random sample of size 2 enough to put in a special box like the one below.

>
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So, if Lauren used a random sample 50 simulations to estimate the average number
of points Nicky scores in one-and-one situations, she would have a 58.2% probability
of getting within 0.1 of Nicky’s true average (u = 0.96). I suppose that’s pretty good,
but that still leaves a probability of more than 40% that the estimate would be off
by more than 0.1. Suppose we wanted to improve Lauren’s chance of getting close
to the true mean? Based on our work earlier in this section, we know that the values
of X tend to get closer to u as the sample size increases. In the following Focus on
Understanding, you’ll look at what happens if we use a larger sample.

Focus on Understanding

Suppose that four students each simulate Nicky’s one-and-one situation 50 times,
then combine their data together to get a more accurate estimate.

1. Youare going to be finding the probability that the mean from their combined
data will be within 0.1 of the true mean, just as we did earlier using Lauren’s
single sample of size 50, but before you do, decide whether this new prob-
ability will be smaller or larger than 0.582 or 58.2%, the probability we got
earlier. Explain.

2. Okay, now go ahead and find the probability that the combined data will have
a mean within 0.1 of the true mean w. Is your answer consistent with what you

decided in #1?

You’ve now seen that, by increasing the sample size, we can increase the probability
that the sample mean X will be close to the population mean w. In general, larger
samples give more accurate estimates. Notice that we judge the accuracy of an
estimate by looking at two different numbers:

e The maximum distance that we expect between our estimate and the true value
(0.1 in the example above). This distance is called the error bound or margin
of error.

e The probability that our estimate is within this distance of the true value (in
the example above, 58.2% when n = 50, 89.5% for n = 200). This probability
is called the confidence level. In general, as the sample size increases, we grow
more confident (as measured by the confidence level) that our estimate will be
close to the true value.

Both the error bound and the confidence level will be discussed more fully in
Chapter 9. You will see that the sample size, the error bound, and the confidence
level are related to each other; if we know any two of these, we can determine the
third. So far, we have been given the error bound and the sample size and been
asked to determine the confidence level. In such a situation, we follow a procedure
similar to the first type of problem we discussed in Section 7.5:

X—
= Table 1 Area =
x-value > z-value > Probability
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The difference is that we are dealing with the distribution of X, not x, so when
we compute the z-score, we need to use the mean and standard deviation of the

distribution of ¥ </,L;g = p and oy = -= ). Therefore, 7 = ¥X=#x — ¥-no
& J \/}7 > o (L) .
) a
This type of problem could be diagrammed as follows:
X—p
T

7=
3 ( Jn Table 1 ‘ea =
X-value = Probat
- z-value -Probability

In Chapter 9, we will be reversing this procedure, starting with the confidence level
(the probability) and working from right to left in the diagram above. Before we
get therfa, however, we need to know some things about the distribution of a sample
proportion (an experimental probability). That is the subject of the next section.

8.3 THE DISTRIBUTION OF SAMPLE PROPORTIONS

Just as we use the mean of a random sample to estimate a population mean, we
can use a prqportion from a random sample to estimate a population proportion.
In fact, th_at 1s exactly what we do whenever we use an experimental probability
to approximate the true (theoretical) probability, as in the Classroom Connection
that follows.

. Classroom Connection Read through the excerpt from Connected Mathemat-
ics: How Likely Is It? (page 32), as shown in Figure 8.3.1.

Classroom Exploration 8.3

1. Simulatc'a drawing a random sample of size 10 (with replacement) from the
bucket in Drawzng More Blocks (Figure 8.3.1). Describe your simulation
method, an.d give the experimental probability of drawing a yellow block
based on this single sample of size 10. ’

2. Suppose that you di.dn’t know the contents of the bucket, but only the result
of your sample of size 10. Based on your sample, what would be your best
guess for the proportion of yellow blocks in the bucket?

3. Record your sample proportion on the board, along with those of the other
students in your class.

4. Repeat #1 through #3, but with a sample of size 50.

S. Mal'(e dot pl(?ts for both of your lists of sample proportions, using the same
horizontal axis. Comment on the center and spread of the two distributions.

6. Based on your dot plots, explain why samples of size 50 might be better for

e'stinllgting the proportion of yellow blocks in the bucket than samples of
size 10.

B Drawing Mo.re Blocks deals with the relationship between theoretical prob-
ability and experimental probability. It illustrates the idea that experimental




254 Chapter 8 Distributions from Random Samples

@ prawing More Blocks
Your teacher put eight blocks in a bucket. All the blocks are the same size. Three are
yellow, four are red, and one is blue.

A. When you draw a block from the bucket, are the chances equally likely that it
will be yellow; red, or blue? Explain your answer.

B. What is the total number of blocks? How many blocks of each color are there?

€. What is the theoretical probability of drawing a blue block? A yellow block? A
red block? Explain how you found each answer.

Now, as a class or in groups, take turns drawing a block from the bucket. After
each draw, return the block to the bucket. Keep a record of the blocks that are
drawn. If you work in a group, take turns drawing blocks until you have 40 trials.

D. Based on your data, what is the experimental probability of drawing a blue
block? A yellow block? A red block?

E. Compare the theoretical probabilities you found in part C to the experimental
probabilities you found in part D. Are the probabilities for each color close?
Are they the same? If not, why not?

# Problem 4.2 Follow-Up
Suppose you and your classmates each took three turns drawing a block from the bucket,

replacing the block each time, and then used the large amount of data you collected to
find new experimental probabilities for drawing each color. You found the theoretical
probability of drawing each color in part C. Do you think these new experimental
probabilities would be closer to the thesretical probabilities than the experimental
probabilities you found in part D were? Explain your reasoning.

FIGURE 8.3.1 Theoretical vs. experimental probability

probabilities can be used to estimate theoretical probabilities and that this estimate
improves if we collect more data by including more repetitions of the experiment.
These are the same ideas we addressed in the previous section about the distribution
of sample means, except this time we’re dealing with proportions, rather than means.
Before we go further, we need to introduce some symbols and terminology. Sup-
pose we have a population, and some members of the population have a characteristic
which makes them special, different from the rest of the population. For example, in
apopulation of blocks, some are yellow. The proportion of yellow blocks in the popu-
lation would be symbolized by the letter p. This proportion is exactly the same as the
theoretical probability of choosing a yellow block from the population. In this case:

_ number of yellow blocks in the population _ 3 _ 0.375
number of blocks in the population 8 '

Section 8.3  The Distribution of Sample Proportions 255

When We use a random sample from the population to find the experimental
probablhty of choosing a yellow block, we are using the proportion of yellow blocks
in the sample to estimate p, the population proportion of yellow blocks. Statisticians
often use ‘a “hat” symbol to indicate an estimate. In the previous section, we might
have qsed the symbol & (mu-hat) for the sample mean, instead of X, since t,he sample
mean is used as an estimate for . In the same way, we will use-the symbol p (p-hat)
to stand for the proportion of special items in a sample, since the sample proportion
is generally used to estimate the population proportion p.

Suppose, for example, we choose a random sample of 10 blocks (with replace-
ment), gnd we got 3 yellow blocks, 5 red, and 2 blue. From this sample, our
best estimate of the proportion of yellow blocks in the population would be the
proportion of yellow blocks in the sample:

prp= number of yellow blocks in the sample 3 0
number of blocks in the sample 10 =

J ust as X isa rgndom variable, so is p; its value varies from sample to sample. In this
section, we w111. look at the probability distribution of p under random sampling.
Ou.r ﬁrs:t goal will be to show that p has properties that make it extremely useful for
estimating p:

e pis an unbiased estimator of p.
o The value of p tends to get closer to p as the sample size n increases.

e When nislarge enough, p has a familiar type of distribution. (Youcan probably
guess what it will be.)

Is p an Unbiased Estimator?

Let’s go back to the situation in Change for a Dollar. We’ll return to Drawing More
Blocks later.

2GR E Change for a Dollar Revisited

Recall that we are dealing with a population that is 80% pennies and 20% nickels.
Before, we were interested in the mean value of the coins. This time, we want
to foqus on.the probability of selecting a nickel. The theoretical prol;ability of
glrlc;c())sozg anickel is the same as the proportion of nickels in the population: p = 0.20

. But suppose we didn’t know the proportion of nickels in the population. We
might try to estimate the probability of choosing a nickel by doing an experiment
We could choose coins repeatedly from the population and use the experimentai
probability as an estimate of the theoretical probability. Or, to put it another way
we could take a random sample and use the sample proportion as an estimate 01;
the population proportion. For example, if we chose a random sample of 100 coins
apd got 22 nickels in the sample, we would estimate the population proportion of
nickels as:

22

HMp=-= =022
. R0
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Sample p Probability
1 % =0or0% 0.8
5 % =1 or 100% 0.2

FIGURE 8.3.2 The two possible samples of size 1

We’re going to start with an even simpler case than in the last section—with a
sample of size 1. The two possible samples of size 1 are listed in Figure 8.3.2 (1 if we
choose a penny, 5 if we choose a nickel), along with its proportion of nickels and the
probability of that sample. ]

Focus on Understanding

i p | P(p)
The probability distribution of the random variable p is given at the 0 08
right. Recall that the population proportion p is 20% or 0.20. ] 0'2

1. What is the probability that p is exactly the same as p?
That is, what is P(p = p)?

2. What is the probability that p underestimates p? That is, what is P(p < p)?

3. What is the probability that p overestimates p? That is, what is P(p > p)?

4. To show that p is an unbiased estimator of p, we must show that the average
or expected value of the random variable p is exactly the same as p. Find E(p).
Is it the same as p?

In the last section we found that, although the sample mean X sometimes underes-
timates the population mean p and sometimes overestimates it, the average value
of X hits u exactly; it is an unbiased estimator. You saw the same kind of result in
the previous Focus on Understanding. Although the sample proportion p sometimes
underestimates the population proportion p and sometimes overestimates it, the
average value of p is exactly p. The sample proportion p is an unbiased-estimator of
the population proportion p. We’ll verify this again for a larger sample size later, but
it does hold true in general, and is important enough to display in the following box.

The Expected Value of p

If p is to be computed from a random sample and used to estimate a population
proportion p, then p is an unbiased estimator of p:

E[pl=p or p;=p
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Note: Once again, the previous result depends on the fact that the samples are
random. If sampling is done in a biased way, the sample proportion will be biased
as well.

Does p Get Closer to p as n Increases? (5 | Pp)

To determine whether p gets closer to p as n increases, we need to | 0 | 0.8
look at the variance of the distribution of p. The distribution of Y2, 1 '
for samples of size 1 is reproduced at the right. Using the computing
formula for variance: '

o = Jp* - PR — (up)?
= [0%(0.8) + 12(0.2)] — (0.2)
=116

L

thice that pg = (0.2)(0.8) = 0.16 also. This is not a coincidence; there’s something
going on here. Whenn = 1:

number of nickels in sample _ number of nickels in sample

p =
number of coins in sample 1

= number of nickels in sample

The number of nickels in the sample is a binomial random variable. For a binomial
random variable, the variance is given by o = npg:

Forn=1:Var[‘5]=U[%=npq=1-pq:pq

We need tp see what happens to Var[p] as n increases, so let’s go to n = 2. That will
be the subject of the following Focus on Understanding.

Focus on Understanding

1. Draw a tree diagram for the process of selecting a random sample of size 2
from a population that is 20% nickels and 80% pennies.

2. Make a table listing the four possible samples of size 2, the value of p (the
proportion of nickels) for each sample, and the probability of each sample.

3. Give the probability distribution for p.

4. Use the probability distribution from #3 to find E[p]. Does E[p] =p, as
expected?

5. Find Var[p].

In the previous Focus on Understanding you should have found that Var[p] = 0.08.
- Recall that when we used samples of size 1, we got Var[p] = pg = 0.16. Notice that
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when we take samples of size 2, the variance is half as much. That is:

For n = 2:Var[p] = p?q = (ig)z(O_S) = 0.08 T\
What do you suppose would happen if we took samples of size 37 We won’t go

through that one, but it does work out exactly as you would expect.

0.08

0.06

The Variance and Standard Deviation of the Distribution of p

0.04

If p is to be computed from a random sample of size n and used to estimate a
population proportion p, then:

0.02

Var[p] = Pe o g2 =P4 ’ g
n p n g8 s
It follows that: b
on & \/lﬂ FIGURE 8.3.3 The distribution of sample proportions
)4
n
The mean of the distribution of p is equal to the population proportion p.pis
. . ) i ) o an unbiased estimator of p.
So, just as we saw with sample means, increasing the sample size n will increase the 2 Varlsl = o2 — P4 =
denominators in the previous formulas, making the variance and standard deviation —Var{p}= o=, andigar= \/ e
of p decrease. Since variance and standard deviation are measures of spread, the Therefore, the values of p tend to get closer to p as the sample size incr
values of p will become less spread out as the sample size increases, getting closer 3. The distribution of p is normal (or close e h) if ) p(p S) € increases.
nough) ir: » - min q > 5.

and closer to p, the mean of the distribution. We have shown that p tends to get
closer to p as the sample size increases. Once again, larger samples give more
accurate estimates.

Does p Have a Familiar Distribution? Focus on Understanding

You probably know what’s coming here, so we’ll get right to it. Figure 8.3.3 shows :

a histogram of the distribution of p for samples of size 100. Does it look like a Igfo gllisbsiccl:iggmemg More Blocks, the Classroom Connection at the beginning

normal distribution? You bet! Just as with the distribution of X, as the sample ' '

size increases, the distribution of p gets closer and closer to a normal distribution. L. What is the theoretical probability p for drawing a yellow block from

However, the rule of thumb for how large a sample is necessary is different for the bucket?

proportions than for means (n = 30). For proportions, it is better to use the same 2. In Drawing More Blocks, students will select a random sample of 40 blocks

criteria we used to decide whether a binomial distribution is approximately normal, (with replacement) and compute p, the proportion of yellow blocks in the

that is: n - min(pq) > 5. sgmple. Is the distribution of p close to normal? (Show how you check this )
Find the mean and standard deviation of the distribution of p. .

_ 3 3. We know that it is too much to ex p
HEE pect for p to be exactly the same as p.
Summary of Facts about the Distribution of p Suppose we allowed ourselves a margin of error of 0.10. How low can p lfe
= . : ' and still be within 0.10 of p? How high can p be and still be within the margin
If  is computed from a ran dorp sample of size n used to estimate a population of error? For a sample of size 40, find the probability that p is within 0.10 of
proportion p, the distribution of p has these characteristics: the population proportion p. - e
L E[p] = ms =p
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4. In the follow-up question at the bottom of Drawing More Blocks, the students
will use a larger sample to find the experimental probability p. Suppose that
the sample size is now 160. Will the probability that p is within 0.10 of p now
be larger or smaller than the probability in #3 above? Find this probability.

Chapter 8 Summary

This chapter used the ideas from Chapter 7 to develop the idea of sampling
distributions and the relationship of the sample statistics to the parameters of the
original populations from which the samples were drawn. In the real world, samples
are used to make predictions and decisions about the parameters of a population. For
example, sample means can be used to make predictions about the corresponding
population mean or sample proportions can be used to make predictions about the
corresponding population proportion. One of the key ideas in this chapter was that
as the sample size increases, the shape of the sampling distribution becomes more
“normal.” You also saw that, as the sample size increases, the standard error of the

sampling distribution decreases.
The key terms and ideas from this chapter are listed below:

population 234 mean, variance, and standard

random sample of size n = 235 deviation of X 253
inference 236 Central Limit Theorem 249
inferential statistics 236 population proportion 253
sample mean 237 sample proportion 253
population mean 237 mean, variance, and standard
estimator 242 deviation of p 258

unbiased estimator 243

Assessment is an integral part of every curriculum from the elementary school
all the way through college. The question always arises—what is it that students
should be able to do after completing this lesson/unit/chapter? We have included here
our intended learning goals for Chapter 8. Students who have a good grasp of the
concepts developed in this chapter should be successful in responding to these items:

e Explain, describe, or give an example of what is meant by each of the terms in
the vocabulary list.

e List or count all the possible samples of a given size that can be taken from a
given population.

e Determine the probability of a particular random sample being chosen or the
probability that a random sample contains a particular object, item, or person.

e Create dot plots (line plots) using the means or proportions from random
samples of a given size.

e Use sample means and sample proportions as estimates for population means
and population proportions.
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he pI‘Obablhty ) p, p d
® Detellnlne t dlStIlbutIOIl Of X or Othel’ sam 16 S‘atlStICS m a

e Use the probability distributi isti i
= _ y distribution of a statistic to determine whether th isti
1s an unbiased estimator. perfhestatiste

° qud the.meap, variance, and standard deviation of the distribution of ¥ or pin
a .glven Situation and describe the shape of the distribution.

o F}nd the probability that the mean of a random sample will be within a given
distance of the population mean.

o Eind thf: probability that a proportion from a random sample will be within a
given distance of the population proportion.

Si)our ;:ourse instructor may have additional or different assessable outcomes for
y ltlr class. As teach'ers (or future teachers) you should think about the assessment
outcomes and learning goals for each chapter as you work through them.

EXERCISES FOR CHAPTER 8

1. Using the Data Analysi i
e Dy ysis and Probability Standards for Grades 6-8 from th
.I:JjCTM s Prznc:lples and Standards for School Mathematics found at www.netm 01‘ge
identify the middle school objectives that are found in Chapter 8. o

2, Uséng the st.a.te standards for mathematics for the content area of data analysis
?n grlobablhty for your state, identify the middle school objectives that are
;}?n in Chap?er 8. The following website may be useful: www.doe.state.in.us
= l1IsC ::;eobmfte v:;lll a;léow you to access the web pages of the state departments 01;

n Ior the 50 states. From the state web page
the state’s mathematical standards. e s

3. Supp?se we hgve alist of 30 people, numbered from 1 to 30. We'd like to select a
ls)am.plic. of 5 dlffe.rent people from the list. To select the sample, we plan to start
}}]1 rolling an or.dmary numbe}r cube. The first person selected will be the person
;:OI(;set }IlluIII?IDteI‘I:lS rolled. Starting with that person, we’ll select every sixth person
e list. i :
ol 1st. For example, if we rolled a 4, we’d select person #4, 10, 16, 22,
a. Using this plan, how many different sam i i
: : ples are possible? L
" would be in each of the possible samples. 2 s Replemin
- How many different samples contain i
er person #17? What is th ili
la) sample containing person #17 is selected? PRb
¢ Does every person on the list have the sam ili i
Explet ne ¢ probability of being selected?
d. Isa sa.mple selected this way a random sample? Explain why or why not
e. Desgnbe a mgthod for choosing a random sample of 5 different people from
. ;llle list. Explain why your sample would be random.
. How many diff i
S 3/ iiferent random samples of size 5 can be chosen from a list of
g How many of the random samples contain pe #1772 i g ili
i e person #17? What is the probability

h. Does every person on the list have the 95 .
Explain why or why not. same probability of being chosen?



